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Llenb nccneposaHus

Obecneyermne LUENOCTHOCTMN bronorn4ecknx |/|3o6pa>KeH|/||7|

PaspaboTka Mogenu KOHTPaCTUBHOrO ObyyeHus Afist MOMapHOro
CpaBHeHUs1 N300paXkeHuii, YTODbI:

» ObHapyxuBaTb n3MeHeHns (MckakeHne LpeTa, obpeska,
MOBOPOT, LYyM)

» OTbupate napbl n306paXkeHNiA ¢ OAMHAKOBLIM COAEPXKaHUEM

» [pessoiiTn cospemennsie mogenn (Barlow Twins!, SimCLR?)
Ha fJaTaceTax KIETOK

(a) Original (b) Crop and resize  (c) Crop, resize (and flip) (d) Color distort. (drop) (e) Color distort. (jitter)

1J. Zbontar n ap. Barlow Twins: Self-Supervised Learning via Redundancy Reduction // ICML,
2021.

2T. Chen u gp. A Simple Framework for Contrastive Learning of Visual Representations // ICML, 2/11



Onucaxne nogxopa

3apava

Ob6Hapy»xeHue CxoXunx n30bpaxkeHuli, HECMOTPS! Ha BO3MOXKHbIE
mMoamncunkaumn.

Mopenb gonxHa obpabaTbiBaTh ABa
n306pa)keHns 1 BblJaBaTh 3HAYeHUE B
ananasoe [0, 1] — BeposiTHOCTb TOTO,
YTO OHW UAEHTUYHBI C YHETOM
BO3MOXHbIX MoandMKaLWii.
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MeToa foMKEH NCNONBL30BaTb NOAXOA
camoobyuenus (self-supervised learning).

~
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Jlntepatypa

OcHoBHble cTaTbM MO Teme

>

>

SimCLR: Chen T. et a I. "A Simple Framework for
Contrastive Learning of Visual Representations ICML 2020

Barlow Twins: Zbontar J. et al. "Barlow Twins:
Self-Supervised Learning via Redundancy Reduction ICML 2021

CLIP: Radford A. et al. "Learning Transferable Visual Models
From Natural Language Supervision ICML 2021

Siamese Networks: Melekhov I. et al. "Siamese Network
Features for Image Matching ICPR 2016
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[NlocTaHoBKa 3aa4qn

[an paTtaceT brnosornyecknx n3obpakeHuii:
D={d €S, ie0,N)}, ScCRHWxC

OLl'eH Ka MonapHOro cxoacTtBa

Ons kaxgeix (x,y) € S X S npeackasbiBaem:
M (x,y) = se]0,1]

roe:
» s = 1: noxoxas napa (04MHAKOBOE COfep>KaHue L0
MogandbrKaLmii)

» s = 0: He noxoxasi napa (pasHoe cogepxxaHue)
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Problem statement

CtpykTypa mogenu

M(x,y) = h(f(x), f(y))

rae:
f:S — RY (ankopep)

h:R? x RY — [0, 1] (knaccudpmratop)

Kputepun

MakcrMun3upyem TOYHOCTL MOMAPHBIX CPAaBHEHNI N30DpaXkeHuit:

1
Acc = W Z H(M(Xay) = I(Xay))
(x,y)eP

roe P — TectoBasi Bbibopka, /(x,y) — NHANKATOP MOXOXKECTH.
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Pewenne

ApanTtauus Barlow Twins

ApxuTekTypa:

» ResNet-50 sHkogep

» [lpoxekTop

» JluHeiiHblii knaccudmkaTop
OcobeHHocTu 0byyeHus:

» [NapannensHast Mmoandmkaums
n30bpaxkeHuii

» AdamW onTtumwusatop ¢
YMEHbLUAOWNMCA 7y

» CneumanbHO OTODpaHHbII
paracert

Image 1

ResNet50 ResNet50
Encoder Encoder
Projector Projector

\/

Similarity Net
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[ Probability € [0, 1] ]

7/11



ObyueHue

Cnocobbl 0byyeHus npoxxekTopa n knaccudurkatopa

NocnepoBaTtenbHO

pro_/ Z (1 - II) )\proj Z,‘ Zj;éi Cg OJJ,HOBpeMeHHO

sz lz = H . .
\/Zb zp;)? b\/ibjj,, (ZEJ‘)Z L= Lsim+ A [:PI‘OJ

Lsim = BCELoss
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JKCNepuMeHT

HacTpoiiku akcnepumeHTa:
AaTtacet: 700 61on0rMyecknx CHUMKOB (KJIETKM >KUBbIX

OpraHu3moB)
Train/Test Split: 80%/20%
O6yuenune: AdamW optimizer (Ystart = 1 - 1073, Yepg = 3 - 1074)

Lenn skcneprmenTa

» CpasHuTb 0ba nogxoma c Barlow Twins

P [locuuTaTb MeTpuUKM:

» TounocTb (accuracy)
» F1-Score, Precision, Recall
» AUC-ROC

9/11



Pe3yﬂbTaTbl3KCﬂepMMeHTa

Metric Model (conseq) Model (parallel) Barlow Twins
Accuracy 0.85 0.92 0.68
F1-Score 0.80 0.90 0.48
Precision 0.82 0.86 0.54
Recall 0.94 0.93 0.43
AUC 0.92 0.98 0.69

Model (conseq)

Model (parallel)

AUC = 0.9192

AUC = 0.9809

Y o
FP Rate

08

o 06 [
FP Rate

Barlow Twins

AUC = 0.6863
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3akato4yeHne

OcHOBHble pe3ynbTaThl paboTbl:

> 3HaynTenbHOE YBENMYEHMNE NOKa3aTeNel METPUK TOYHOCTN B
CPaBHEHNW C OQHOW U3 Ny4LWunX mMogeneii

> [losyyeHa MoAeNb, HEBOCTIPUMMYMNBASH K 4-M Tunam
moaundmKkauuii

> [lepeoe npepcraeneHHoe SSL-pewerune ans:

> ABTOMaTW3MPOBAHHON AETEKLUN NOAAENbHbIX U30bpaXKeHuii
» [IpoBepKu OpUrNHaNLHOCTY BUONOTMYECKUX CHUMKOB
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