Vnyywenne FineTuning LLM ¢ nomouwbto Multi
Token Prediction

MocTtoebix Erop
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[lnaH npeseHTauuu

» [lpo TO, KaK 3Ta TeMbl BbITEKAET U3 NCCNEAOBaHUI B 3TOW
obnactn

» CyTb ngeun gunioma
» PesynbTaThl 3KCNEPUMEHTOB

» [unoTesbl, aHaN3 pe3y/bTaToB



Ob3zop nnTepaTypsl:
CrekynsitusHblii gekogunur (2022)
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My favorite thing about fall is the change in the leaves. The trees



Ob3op nuTepatypbi:

Multi Token Prediction (2024)

Discarded at inference {or used 1o speed up model up to 3 times)
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Ob3op nuTepatypbi:

MEDUSA(2024) & EAGLE(2024)
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Naes aunnoma:

MocMoTpeTb Kak NoBAMsiET Ha KavecTBo/ckopocTb FineTuning-a
ncnonbsosaHne MTP.



Naes aunnoma:

Kak nmeHHo 310 byaeT paboTaer:

» [loctynaer npepobyyeHHast Mogesb

> [lobaenisieM K HEl HECKOJILKO CMEKYISITUBHBIX FOJIOB,
0by4eHHbIX 4115t apXUTEKTYpbl MOAEN 3apaHee HamMu

» [nnotesa: ecnu mbl byaem foobyyaTb Takyto MOAENb Ha
HOBYIO 3afady - 3TO MONy4UTCs BbICTpee n KayeCcTBeHHee



DKCNEPUMEHTbI:

Llama-3.2-1B ¢ ogHoli gon. ronosoii

GSM Instructv3 coQA
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DKCMEPUMEHTbI:

Llama-3.2-1B ¢ ogHoli gon. ronosoii
KauyecTBo Ha openai/GSM
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DKCNEPUMEHTbI:

Llama-3.2-1B ¢ gsymsi gon. rososamu
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DKCMEPUMEHTbI:

Llama-3.2-1B ¢ geyms gon. ronoeamu

KayecTeo Ha openai/GSM
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DKCNEPUMEHTbI:

Llama-3.2-3B ¢ ogHoli gon.

ChangeLoss1
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DKCMEPUMEHTbI:

Llama-3.2-3B ¢ ogHoli gon. ronosoii

Accuracy (%)
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OueHka pe3ynbTaToB, BbIBOALI:
» B ocHoBHOM [00by4YeHMe C HECKONBKUMM FON0BaMM OAET
BbIUMPbIL B Ka4YecTBe NoJly4YaemMoli Mogenm

> B Gonblumx Mofensix noBbiwatoTcst TpebosaHusi K 0byyeHuto
[OM. rofos

» Bo3MoXHO Hago bbino goobyyaTs bonbliee KON-BO
napameTpos, Torga acpdekT 6bin 66l bonee HarnageH



Last slide.
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