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. Input: o € R?

: Parameters: p,q € (0,1), 0 >0
: T'~ Geom (q)
:fort=0,...,7—1do
it ~ Be(p)
£ = SV(f = fi)(ze) if iy = 1,
t = e
V(g — g1) () if iy = 0
¢ = sV (f = fi)(wo) if iy = 1,
t — %
ﬁV(g —g1)(xg) if iy =0
et = & — G + Vh(zo) — Vhi (o)
Tyl & argmingcpa [Ah(z)], where
!
Aj(z) = (e, ) + 29 11% = ol* + ha ()
end for
: Output: zp

Accelerated Methods with
Complexity Separation under
Data Similarity for
Federated Learning Problems
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Then the complexities in terms of communication rounds are
oy 1
O E log e for the nodes from My,

and

O ((5—g> % log 1> for the nodes from M,.
(Sf % €
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Algorithm 1 ProbAbilistic Gradient Estimator (PAGE)

Input: initial point 2, stepsize 7, minibatch size b, b’ < b, probability {p} € (0,1]
I g% = % > icr Vfi(z") /I denotes random minibatch samples with || = b
2: fort=0.,1,2,...do

3 zttl =gt — pgt PAGE: A Simple and Optimal Probabilistic
% YV fi(ztth) with probability p, Gradient Estimator for Nonconvex
4 q'“ - i€l Optimization
s g'+ & 3 (Vfi(a**') = Vfi(2')) with probability 1 — p,
i€l
5: end for

Output: 77 chosen uniformly from {z'} ¢z


https://proceedings.mlr.press/v139/li21a/li21a.pdf
https://proceedings.mlr.press/v139/li21a/li21a.pdf
https://proceedings.mlr.press/v139/li21a/li21a.pdf

HAULE NPELSIONCERNE:

1: Input: 2o € R%, 0 > 0, p1,p2 € (0,1),T
2: fort=0,1,...,7 — 1do:
3 Sample g; as:

(911 + V(f — f1)(x:) with prob. p;

VU~ @), Hayanu obopmnaThb

gt =< gi—1+ V(g9 —g1)(xt) with prob. po

“V(g — g1)(zs-1), AOKa3aTeNnbCTBO B tex

| V(h — h1)(zt), with prob. 1 — p; — po

4:  Update 7,1 = arg ming,¢ pa A?(x), where

1
Al (z) = (gr, ) + @ch — | + by (2)

5: end for
6: Output: x
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Figure 1: Our reparametriza-
tion. We only train A and B.
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