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KAN’s Basics
Idea: learnable activations!

Basic figure from [1]

https://arxiv.org/abs/2404.19756


Core Theorem
Kolmogorov-Arnold theorem, [2]



Our Research
Why Tabular DL?

✴DL models began to outperform GBDT (CatBoost, XGBoost, LightGBM);


✴MLP-based models perform great ([3], [4]);


✴Tabular data often is low dimensional;


✴So, KAN can surpass MLP!

CatBoost , [3]TabMmini Piecewise Linear Encoding, [4]

https://arxiv.org/abs/2410.24210
https://arxiv.org/abs/2203.05556
https://arxiv.org/abs/2410.24210
https://arxiv.org/abs/2203.05556


What’s done?
Experiments and progress

✓Built the pipeline for our experiments (…); 

✓BatchNorm and Dropout in KAN;


✓Different KAN-based approaches (KAN [1], efficientKAN [5], ChebyKAN [6], 
FastKAN [7]);


✓KAN with Piecewise Linear Embedding and Periodic Embedding ([3]);


๏KAN combined with MLP


๏Various optimizers (AdamW [8], AdEMAmix [9], Muon [10], MARS [11])



Hyperparameters

Example: tuning KAN on Adult dataset

https://wandb.ai/georgy-bulgakov/New%20TAB-KAN%20study/sweeps/lp7l9wjc?nw=nwusergbulgakov


BatchNorm mystery
First series

Second series

Explanation: Data preprocessing



BatchNorm & Dropout conclusion 

  ❌ Dropout is not needed


❓BatchNorm is not always useful.



Different KANs
Which base function is the best?

Our comparison of different models on 5 datasets



General comparison
All models



General Comparison
Best models



Time issues
KANs are much slower

Best models time comparison

Conclusion: FastKAN is very promising for ensembles.



Different Optimizers
🏗Results are coming…🏗

‣AdamW [8] 

‣AdEMAmix [9] 

‣Muon [10] 

‣MARS [11]



Future work
And current tasks

• Make efficient ensemble of KANs (like TabM, [3]);


• Analyse embeddings in ensembles;


• Test different optimizers;


• Analyse hyperparameters more.

Figure from [1]



Conclusion

• KANs are promising alternative to MLP in Tabular DL


• However, without proper improvements MLPs are not worse;


• TabM-KAN could be very accurate!


• Type of KAN is important;


• Time issues need more analysis and optimization.
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Thanks for attention!


