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Постановка проблемы
Сейчас LLM-модели показывают невероятные 
результаты в генерации текста, поэтому 
необходимо иметь способы обнаружения 
машинно-сгенерированного текста, например, 
чтобы выявлять дезинформацию или списанные 
домашние работы  студентов. Для этого и нужны 
AI-детекторы. Однако многие из них легко 
обмануть простыми манипуляциями с 
генеративной моделью или результатом 
генерации.Необходимо предложить метод 
обнаружения машино-сгенерированного текста 
устойчивого к различным атакам

Возможное решение - попробовать 
классифицировать тексты используя различные 
методы оценки неопределенности



Что было сделано?

На текстах части датасета 
M4GT предназначенной для 
бинарной классификации с 
помощью логитов контекста 
модели Llama-3.1-8B-Instruct 
вычислены 4 метода 
подсчета неопределенности

https://github.com/mbzuai-nlp/M4GT-Bench
https://huggingface.co/meta-llama/Llama-3.1-8B-Instruct


Что было сделано?
На основе подсчитанных 
метрик свести задачу к задаче 
бинарной классификации. 
Таким образом, появляется 
способ, изначально имея 
только тексты, определять, 
являются ли тексты 
рукописными или машино-
сгенерированными 



Результаты
Кластеризация текстов 
сгенерированных одной 
моделью по значениям 
метрик Perplexity и Mean 
Token Entropy



Результаты
Обучены модели, которые могут за небольшое время обучения могут 
показывать хорошие значения точности

Data from Reddit

Data from Arxiv



Дальнейшие планы
1. Обучиться на данных из датасета RAID 

с атаками
2. Увеличить число источников 

рассматриваемых текстов
3. Перебрать большее число 

классифицирующих моделей для 
увеличения точности

4. (опционально) Добавить новые 
рассматриваемые методы подсчета 
неопределенности

https://arxiv.org/pdf/2405.07940

