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[MocTaHoBKa npobnembl

Ceryac LLM-Mogenu rnokasbiBatoT HEBEPOSATHbIE
pe3ynbTaThl B reHepauuy TeKcTa, no3Tomy
Heobxo4MMO NMMeTb CNOCobbl 0BHapYXeHUs
MaLLUVNHHO-CreHepUPOBAHHOIO TeKCTa, Hanpumep,
YTOObI BbIABATL Ae3VHGOPMaLVIO U CMUCAHHbIE
AOMaLLHMe paboTbl CTyAeHTOB. [1/18 3TOro U HY>HbI
Al-geTekTopbl. Og4HaKO MHOrmMe U3 HUX JIerko
06MaHyTb MPOCTLIMY MAHUMNYNALNAMMN C
reHepaTMBHOW MOAeNbIo UV Pe3y/ibTaToOM
reHepaumn.Heobxo4MO NPeSNOXNTL METOZ
06Hapy>XeHUss MaLLINHO-CreHepMpPOBaHHOIO TeKCTa
YyCTOMYMBOrO K Pa3/INYHbIM aTakam

Bo3MOXHOe peLleHue - MonpoboBaTh
KnaccnpurumpoBaTb TEKCTbI MCMOJb3Ys Pa3/INUHbIe
MeTOAbl OLleHKM HeomnpeaeneHHOCTH

LLaMA DETECT Al:
(default) | AI-GENERATED
LLaMA —
-l-sampling DETECT Al:
+pen alty | NOT A-GENERATED |

.




l'ITO 6b|f|0 Cﬂ,EﬂaHO? PPL = exp (—% XL: log P(u,.';|w<1))

Perplexity
Ha TekcTax yactm gatacera -
MA4GT npegHa3HauYeHHOW Ans == ZZP wj|we<i) log P(w;|w<i)
6UHapPHOM Knaccnpukaumm ¢ '

Mean token entropy
MOMOLLUBbKO NIOTUTOB KOHTEKCTA

mogenw Llama-3.1-8B-Instruct Hg(z:0) = —— ZlogP (y™|z,0)
BblUMCNEHbl 4 MeTOAa =
noAacyeTa HeonpeaeneHHoOCTU Monte Carlo Sequence Entropy

MD(z) = (h(z) — )T (h(z) — p)

Mahalanobis Distance



https://github.com/mbzuai-nlp/M4GT-Bench
https://huggingface.co/meta-llama/Llama-3.1-8B-Instruct

Yto 6bINO caenaHo?

Ha ocHoBe noAcymnTaHHbIX
METPVK CBECTU 3a4a4y K 3aj,aue
6UHapHOW Knaccndurkaumn,
Taknm 06pa3om, nosBnAeTCs
Crocob, N3Ha4vaNbHO Mes
TOJIbKO TEKCThbl, ONpesensThb,
ABNAKOTCH JIN TEKCThI
PYKOMUCHBIMW U MALLUHO-
CreHepMpoBaHHbIMU



Pe3ynbtathl

Knacteprsauna TeKcToB
CreHeprpOBaHHbLIX O4HOW
MOZJe/Ibto MO 3HaYEeHUNAM
MeTpuK Perplexity n Mean
Token Entropy
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Scatter Plot of Perplexity vs Mean Entropy by model. Llama-3.1-8B-Instruct for arxiv data
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Pe3ynbtathl

O6yueHbl MOAENN, KOTOPble MOTYT 3a HEBO/bLLOE BPEMS 06YUEHMS MOTYT
NoKa3blBaTb XOPOLUME 3HAYEHUSI TOUHOCTW

Mogeann Accuracy Precision Recall Bpems o6yuenus (c)
i BERT Classifier 0.9921 0.9925 0.9983 600.0193
Data from Redd It Neural Classifier with Uncertainty 0.9114 0.9325 0.9667 103.1544
Logistic Regression with Uncertainty 0.9093 0.9289 0.9683 0.0119
Mogenn Accuracy Precision Recall Bpewmsi obyuenns
H BERT Classifier 0.9942 1.0000  0.9912 1485.2992¢ (24.7 yun)
Data from ArXIV Neural Classifier with Uncertainty 0.8206 0.8630  0.8688  219.0326¢ (3.7 mun)

Logistic Regression with Uncertainty  0.7744 0.8126  0.8600 0.0136 ¢ (13.6 mc)




[lanbHeuLwMe naaHbl

1. ObyunTbCs Ha AaHHbIX U3 gaTaceTa RAID
C aTakamu

2. YBeINYNTb YNCNO UCTOYHWKOB
pacCMaTpPMBaAEMbIX TEKCTOB

3. [lepebpaTb 6osbLLEE YNCNO
Knaccupumumpyrowmx Mmogenen ans
yBeM4yeHs TOYHOCTU

4. (onuumoHanbHO) JobaBUTb HOBbIE
paccMaTpuBaeMble MeTobl MoACYeTa
HeornpeaeneHHOCT


https://arxiv.org/pdf/2405.07940

