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a brief reminder

variational inequality:
Ve Z = (F(z"),z—2") >0

finite-sum approach:
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Stochastic EG and variance problem:
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ExtraSAGA method
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ExtraSAGA method
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Positive result!
We’'ve proved the ExtraSAGA
convergence with the 1/6L step (ganma)



Experiments!



Experiments: .
Bilinear convex-concave min-max
(saddle points)
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E)gqeriments: -
Bilinear convex-concave min-max
(saddle points
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E)gqeriments: :
Bilinear convex-concave min-max
(saddle points)

Bilinear Extra SAGA for Different Learning Rates
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Denoising

{(ih,jh) 1 1<i< M,1<j <N}

picture = cartesian grid
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the ROF model
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TV-L 1 model



Clean image

ROF (lambda = 8) TV-L1 (lambda =1.5)




Experiments:
Denoising

Convergence of ExtraSAGA, batch_size: 4
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Goals:

To fix Denoising experiments.
Experiments with

different datasets.

GANSs, Adversarial training.
Arcticle writing and layout.
To finish at the end of

the April, 20225.

Thanks for listening! . i —
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