BansaHmne ctatn4yecknx npu3HakoB Ha
npenckasaHume peyHoro CToka Mmetogammy ML

Mpobnema sKBUPMHANIbLHOCTN B MOAETMPOBAHNN
rmaposiorn4ecKmnx rnpoLeccos

dnbpap Xy3uH
MOTU

1 anpena 2025 .
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Cooep>xaHue

e BeeneHue

9 CTaTyc 1 nnaHsbl

e KoHel,
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[locTaHOBKa 3a4a4u

@ JlaHHble:

@ BpPEMEHHbIE pAgbl METEOPOSIOrNYECKMNX AaHHbIX
(TemnepaTypa, ocagku),
@ BpeMeHHble psadbl CTOKa W YPOBHS BOAbI,
@ CTaTUYeCKne XxapakTepucTnkm sogocbopos (N1ecnucTocTb,
rnybvHa BOAOHOCTHOrO CN04).
@ LleneBble NepeMeHHble: CTOK N YPOBEHbL BOAbI.

e 3Has OgaHHble 3a rof, NpefckasaTb C/eyoLYyo Heaeno.
@ OnTMMM3aunoHHasa 3agava:
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Mooenu n aKBUPUHAJIbHOCTb

@ Quantile Regression Forests

@ Gradient Boosting (CatBoost)

@ Recurrent Neural Networks (RNN)

@ Long Short-Term Memory (LSTM)

@ lMoTeHumanbHO paHTa3nda Ha Temy transformer'os
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CTaTyC 1 nnaHbl

CraTtyc
@ HanwncaHbl "cbopHunKn"
haTaceTos.

@ Catboost oby4ancs,
cenyac — nepepaboTka
noa SHAP.

MnaHbl
@ 3aBepwuTb
SHAP-apganTauuio n
nepeoby4yeHne.

@ 3anycTuUTb HOBbIE
MOJenn ANa CPAaBHEHUS
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KoHel,

KoHeu
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