OnTuMmnsauua HeupoceTeBbIX

Mopaeneu anad nporHo3npoBaHUS
BPEeMEeHHbIX paAgoB

Konomuneu AHacTtacus



e LUenb
o WccnepoBaTb 1 oNTUMN3NPOBATbL METOALI MPOrHO3MPOBaHNA BPEMEHHbIX
PAOO0B C MCNOSfb30BaHMEM COBPEMEHHbIX NOAX040B MaLUMHHOMO 06yyeHus.
e KnroueBble HanpaBreHus
o AHann3 BpeMeHHbIX PSALOB U UX XapaKTEPUCTUK.
o  Ontnmmnsauma nogbopa napameTpoB MOAENEMN.
o [MpumeHeHne HenpoceTtesbix apxutekTyp (NeuralProphet, TpaHchopmepbl).



OCHOBHbI€ NOHATUSA BPeMEeHHbLIX PpaaoB

e CTaunmoHapHOCTb
e ABTOKOBapuWaLMOHHas 1 YacTHas aBTOKOPPENSALNOHHbIE YHKLNN
e Mopaenu BpeMeHHbIX PSoB:

o  AR(p) (AutoRegressive)

o  MA(q) (Moving Average)

o  ARIMA(p,q,d)



MeTopabl oueHku napameTpoB ARIMA

e [Ona-Yokepa

o  OueHka AR koadpdpuumeHTOoB
e XaHHaHa-PuccaHeHa

o  KoadhduumeHTsl MA MOgENN HaxoguT Yepes peLleHne perpeccum
e Innovation MLE

o Metoa makcumanbsHoro npasgonogobus ans AR, MA

o Pewaetca c noMoLLbI0 KBA3U-HBIOTOHOBCKUX METOL0B



COBpeMeHHbIe noaxonbl K NnporHo3npoBaHuio

Neural Prophet
e AaanTuBHas MOAESb, COCTOSALLLAA U3 KOMNOHEHTOB TPEHAA, CE30HHOCTU, LLyMa 1 ApYrnx
dakTopoB.
e [nbpuaHas mogenb, coBMeLL AL asa cCTaTMCTUYECKNIA U HEMPOCETEBOW NOAXOAbI



MpakTnyeckue sapgauu

1. TectupoBaHue mogenun ARIMA Ha pasHbIX HAaCTOALLNX BbIGOpKaX.
2. TpepobpaboTka AaHHbIX (pa3HOCTH, CKOMb3siLEee cpeaHee, npeobpasoBaHne bokca-Kokca).
[eHepauna NCKYCCTBEHHbIX AaHHbIX A9 TECTUPOBAHUA MOAENEN.
3. WN3mepeHue n cpaBHeHue TodHOCTU paboTbl NeuralProphet ¢ npymeHeHnem pasnuyHbix METOA0B
onTMMmu3aumnm
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Bavkanwme nsaHbl pabéoThl

NccnepoBaHume onTuManbHbIX pa3mepoB 6atyen ans SGD.

Yny4yiieHue ycnosui 0CTaHOBKM ONTUMU3ALUNMN.

O6yyeHure mogenen aAnsa HeCKOSTbKNX HE3aBUCUMMbIX BPEMEHHbIX PSIA0B.

NccnepgoBaHme NpuMeHeHns TpaHcdopmMepoB Ans NPOrHo3MpoOBaHNSA BPEMEHHbIX PSA0B.



UCTOUYHUKMU

e Jlekuuun KaHtopoBuya I'. I
e NeuralProphet: Explainable Forecasting at Scale.
e GitHub peno3untopun: time_series_forecasting_pytorch , BasicTS .



https://github.com/zhangxu0307/time_series_forecasting_pytorch
https://github.com/GestaltCogTeam/BasicTS

