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Введение

Этапы обучения

● Предварительное обучение

● SFT - supervised fine-tuning

● RLHF - reinforcement learning from human feedback



Постановка задачи
Проблема: сложность дообучения маленьких LLM в 
условиях ограниченных ресурсов

Предлагаемое решение: метод основанный на LoRA [1] и 
SPIN [2]

цель исследования: оценить оправданность метода в 
рамках ограниченных ресурсов для маленьких LLM. 



Что такое LoRA



Что такое SPIN

● Цель противника: сгенерировать ответы, неотличимые от 
настоящих

● Цель игрока: уметь различать сгенерированные ответы 
от настоящих



Существующие решения

● Видеопамять: QLoRA [3]
● Человеческое участие: DPO [4]



Ожидаемый результат

● ответ на вопрос оправданности метода в условиях 
ограниченных ресурсов для маленьких LLM 

● Сравнение с другими методами по метрикам качества, 
времени обучения, видеопамяти



Текущие результаты

● Верхняя оценка на ограничение количества параметров
● Прочитанные статьи: LoRA, SPIN
● Частично написанная статья
● Настроенный пайплайн обучения и обученная модель



План работы

● Новые датасеты
○ Winogrande
○ MMLU
○ Hellaswag

● Обучить больше архитектур
● Возможные улучшения метода

○ Дистиляция
○ Меньшие размеры float
○ И поиск иных подходов улучшения
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