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BBeneHune

DTanbl 0by4yeHuns

e [lpenBaputenbHoe obyyeHme
e SFT - supervised fine-tuning

e RLHF - reinforcement learning from human feedback



[locTaHOBKa 3agayu

[Mpobnema: crnoXHoCTb 4000y4YeHUa maneHbkmnx LLM B
YCIOBUAX OrpaHNYEHHbIX PECYpPCOB

lMpepnaraemoe peweHue: MeToq ocHoBaHHbIN Ha LORA [1] v
SPIN [2]

Lenb nccriegoBaHUA: OUEHNTL onpaBaaHHOCTbL MeToAda B
paMKax orpaHMYeHHbIX pecypcoB Anga maneHokux LLM.



YT10 Takoe LoRA

Pretrained
Weights




Yto Takoe SPIN

e Llenb npoTmBHUKA: creHepupoBaThb OTBEThI, HEOTNUYMUMbIE OT

HaCTOSALLINX
e Llenb urpoka: ymeTb pasnuyaTb CreHepMpoOBaHHbIE OTBEThI

OT HaCTOALWMX



CyulecTByOLLNE pELLEHUS

e Bupeonamatb: QLoRA [3]
e Yenoseyeckoe yyactue: DPO [4]



Oxnoaembin peayrnberar

e OTBET Ha BOMNPOC onpaBAaHHOCTM MeTo4da B YCNOBUAX
orpaHunYeHHbIX pecypcoB ans maneHbkux LLM

e (CpaBHeHue c gpyrmmMmm metogamum no MeTprUkam KavyecTBa,
BpEMEHN 0DyYeHUS1, BUOEONaAMATH



TekyLiue pesynbrarhl

BepxHsaa oueHKa Ha orpaHuYeHme KonnyecTesa napameTpoB
[TpounTaHHble cTtatbn: LORA, SPIN

YacTuyHO HanncaHHasa cTaTbs

HacTpoeHHbIN nannnanH obyydeHus n obyyeHHas Moaenb



[TnaH paboThl

e HoBble gaTaceThl

o Winogrande
o MMLU
o Hellaswag

e Ob6y4unTb BOMbLLE apXUTEKTYP

e Bo3MoXxHble ynyyweHuna metoaa
o  HOuctunaums
o MeHblune pasmepsl float
o W nounck nHblx noaxogos ynyylleHus
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