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Введение

Аддитивные технологии: 

§ Важность оптимизации параметров для создания деталей послойным методом.

Селективное лазерное плавление:

§ Используется для титановых (Ti-6Al-4V) и алюминиевых (AlSi10Mg) сплавов.

§ Диапазон мощности: 50–300 Вт, скорость: 500–1500 мм/с.

§ Проблема: Необходимость моделирования для минимизации дефектов и улучшения 

свойств материалов.



Математическая постановка задачи

Классическая задача Стефана:

§ Уравнение теплопроводности для трёхфазной системы (порошок, расплав, твёрдая 

фаза).

§ Условия на границах фазовых переходов.

Энтальпийная формулировка:

§ Упрощает расчёты, не требуя явного выделения границ фаз.

§ Уравнение: !"
!#
= ∇ 𝑘 𝐸 ∇𝑇 𝐸



Численная схема решения
Метод: 

§ Явная конечно-разностная схема с использованием метода конечных объемов.

Аппроксимация:

§ Интегрирование уравнения по объёму ячейки.

§ Учёт граничных условий (тепловые потоки, подвижный лазерный луч).

Устойчивость: 

§ Шаг по времени определяется условием устойчивости для параболического 

уравнения.



Графическая схема задачи о подвижном тепловом потоке от 
лазерного луча при его воздействии на слой порошка с 

образованием ванны расплава.



Многопоточные вычисления в моделировании СЛП

Проблема:

§ 3D-моделирование СЛП требует больших вычислительных ресурсов.

§ Необходимость ускорения расчётов для параметрических исследований.

Решение:

§ Использование гибридного подхода: MPI + OpenMP.

§ MPI — для распределения задач между узлами кластера.

§ OpenMP — для параллелизации внутри одного узла (многопоточность).



Реализация MPI
Применение:

§ Распределение расчётной сетки по узлам кластера.

Пример:

§ Каждый MPI-процесс обрабатывает свою часть пространства (слои порошка).

§ Обмен данными на границах областей (используется MPI_Send/MPI_Recv).

Преимущества:

§ Масштабируемость для больших задач (тысячи ядер).

§ Эффективность для задач с чётким разделением данных.



Реализация OpenMP
Применение:

§ Параллелизация циклов в пределах одного узла.

Примеры:

§ Расчёт тепловых потоков в ячейках сетки.

§ Обработка граничных условий.

Преимущества:

§ Простота внедрения (директивы #pragma omp parallel).

§ Минимизация накладных расходов для мелкозернистого параллелизма.



Гибридный подход (MPI + OpenMP)
Схема работы:

§ MPI распределяет крупные блоки данных между узлами.

§ OpenMP ускоряет вычисления внутри каждого узла.

Результаты:

§ Ускорение расчётов в 5–10 раз (зависит от числа ядер).

§ Оптимальное использование ресурсов кластера.

Пример архитектуры:

§ 4 узла × 8 ядер на узел = 32 потока.

§ Каждый узел обрабатывает свой слой порошка с помощью OpenMP.
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