OueHKU MaKCMManbHO AOMNYCTUMOro
BpaXkAebHOro wyma asis 3ajay besrpagneHTHOMR
FNAfKOW BbIMYKJION ONTUMU3ALNY

Maenos Wropb Hukonaesny

MockoBckunii PU3NKO-TEXHUHECKNTT MHCTUTYT
DusTex-LKoNa NPUKNAZHON MATEMATUKN 1 MHPOPMATUKN

18 mapTa 2025 r.

HayuHblin pykoBoauTens: a-p dpus.-mat. Hayk, npod. lacHukos A.B.
KonTakTHas undopmauyms: pavlov.in@phystech.edu

Masnos N. H. (M®TN) MALN 18 mapTa 2025 r. 1/11



CopepxaHue

© Mocranoska 3agaun

e Orpatuyenus Ha uyenesyto dpyHkuuto n 3asucumocts MALN ot
HUX
e Cnyvail AMnWwmMuUeBocT LeneBoin yHKuum
@ Cnyyail cuibHOI BbIMYKAOCTU LeNeBoit (oyHKLMUN
o Cnyyail rnagkocTy UeneBoi pyHKLMm
@ Cnyyail rnagkoCcTyt U CUABLHON BbINYKJOCTU LENEBONA PyHKLMN

© 3aknrouenve

@ /lutepatypa
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[locTaHOBKa 3a4au4u

PaccmoTpum 3agady Bbinyk/oii onTuMmUsaLnm:
min f(x)
x€EQ

[Npeanonaras, 4To foCTyneH Tonbko opakyn 0-oro nopsiaka
(Bo3BpaLLatownii 3HaueHne PYHKLUN) C HEKOTOPLIM abCoNOTHBIM
LLIYMOM.

Of(x,8) = f(x) + & rae [¢] < A

Heobxopmmo HaiiTu Touky x, Takyto 4to f(x) — f(x.) < g, rae x, -
pelleHne 3a4a4u.
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Cnyyali IMNWnUEBO LIENEBOR (DYHKLUN

B pamkax pabotsi [1] bbin0 gokasaHo:

For every constant ¢ > 1, there exists a constant d. such that for every
algorithm A, every d > d., there exists a convex set K C R with
diameter 1, a A-approximate convex function ¥ : K — R, and € € [0,1/64]

such that
d 2
A>max{f d}x<13clog6> ,

and such that A fails to output, with probability > 1/2, a point X € K with

f(%) < min{f(x)} +

in o ((d) ) time.
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Cnyyali IMNWnUEBO LIENEBOR (DYHKLUN

A Takxe:

Let d be a positive integer, 6 > 0 be a positive real number, ¢, A be two
positive real numbers such that

A <ma e X L
max<{ ——, — —_—
- p/d' d 16348
Then there exists an algorithm A such that, given any A-approximate
convex function f over a p-rounded convex set K C R? of diameter 1, A

returns a point X € K with probability 1 — ¢ in time poly (d, i, log 5) such
that

F(%) < min f :
f(x) < min f(x)+e

Masnos N. H. (M®TN) MALN 18 mapTa 2025 r. 5/11



Cnyyali IMNWnUEBO LIENEBOR (DYHKLUN

YTo NpuBOAMT Hac K cnepytoLleli BEPXHER OLEHKE HA MaKCUMabHO
JONYCTUMbI YPOBEHb LUYMA:

=0 (e { e )
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Cnyyaii AMNWNLEBOA, CUABHO-BBINYKIOW LIENEBOVA
PyHKL MM

Tenepb Kk pesynbTaTam, Mosy4eHHbIM B CTaTbe [2].
Vcnonbays perynsipusaumio (cTpoum yHKLMIO
/ _ M 2
f'(x) = f(x) + 5lx — x||3) Ans ceepenns Beinyknoro ciyvas k
CUIBHO BbIMYK/IOMY MOJyHaeM OLIEHKY HA MAKCUMasIbHO AOMYCTUMBbII

YPOBEHb LIyMa:
. 1/2.3/2
A= (m{ﬂ__})
VdM ' d
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Cnyyaii rnagkoit uenesoin pyHKLMM

Tenepb mcnonb3yeM crnaxusarue (cTpoum yHKLNIO
f.(x) = Ee[f(x + ve)], rae u ~U(BS(1)), koTopas byget
fM rﬂa,D'KOVl) N nony4daem BEPXHHOK OUEHKY Ha MaKCUMaJlbHO

,D,OI'IyCTI/IMbIVI YPOBEHb WYyMa B AaHHOM KJlaCcCe:

o-ofom{ )
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Cnyvaii rnafkoii, CUNbHO-BbINYKJIONA LIENEBOIA
PyHKL MM

KoMbuHupys fBa MCMONb30BaHHLIX paHee NoAxoga noslyyaem
BEPXHIOIO OLEHKY HAa MaKCMMabHbIA AONYCTUMbI/ YPOBEHb LUYyMa B
JAHHOM Cny4vae:

8= 0(m{ 7o o))
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Bo3MoxHble fasbHelile HanpaBieHNst pa3BUTHS

3BecTHas HUXKHSS OLEHKA HA MaKCUMAasbHbIN JOMYCTUMBIN YPOBEHb
wyma gns rnagkoro cayyas ([3]):

£3/2

Rv/dL

T. €. MEHbLUE, YeM TO, 4YTO nonyyeHo B [2]. BosHukaer Bonpoc,
MOXHO JI11 YIYHLINTb OLEHKY?

AS

Masnos N. H. (M®TN) MALN 18 mapTa 2025 r. 10/11



JlntepaTypa

[§ Risteski, Andrej and Li, Yuanzhi. Algorithms and matching lower
bounds for approximately-convex optimization. Advances in
Neural Information Processing Systems, 2016. https:
//proceedings.neurips.cc/paper_files/paper/2016/
file/186fb23a33995d91ce3c2212189178c8-Paper. pdf

[§ Dmitrii A. Pasechnyuk and Aleksandr Lobanov and Alexander
Gasnikov. Upper bounds on the maximum admissible level of
noise in zeroth-order optimisation. 2023.
https://arxiv.org/abs/2306.16371

[§ Gasnikov, Alexander and Dvinskikh, Darina and Dvurechensky,
Pavel and Gorbunov, Eduard and Beznosikov, Aleksandr and
Lobanov, Alexander. Randomized Gradient-Free Methods in
Convex Optimization. Encyclopedia of Optimization, 2023.
https://arxiv.org/abs/2211.13566

Masnos N. H. (M®TN) MALN 18 mapTa 2025 r. 11/11


https://proceedings.neurips.cc/paper_files/paper/2016/file/186fb23a33995d91ce3c2212189178c8-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2016/file/186fb23a33995d91ce3c2212189178c8-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2016/file/186fb23a33995d91ce3c2212189178c8-Paper.pdf
https://arxiv.org/abs/2306.16371
https://arxiv.org/abs/2211.13566

	Постановка задачи
	Ограничения на целевую функцию и зависимость MALN от них
	Случай липщицевости целевой функции
	Случай сильной выпуклости целевой функции
	Случай гладкости целевой функции
	Случай гладкости и сильной выпуклости целевой функции

	Заключение
	Литература

