dopmManmsaumna cCEMaHTUKN
BbiCKa3blBaHUWN Ha
eCTECTBEHHbIX A3blKaxX

OcCHOBHbIe noaxoabl, naeu



BBeaneHue

CemaHTUKa — pa3nen JIMHIBUCTUKWU, M3yqa+ou.|,vu7| CMbICJ1OBO€E 3Ha4YeHne
eaAnHnLU A3blKa.

CeMaHTHKa BbICKa3blBaHUN N3yvyaeT 3Ha4YeHne I'IpG,EI,J'IO)KGHVIVI, B OTJIN4YUNE,
HanpuMmep, ot NIEKCNYECKOWU CEMAHTUKM, KOTOpaa n3y4vaet 3Ha4eHune CJ10B.

XOoTUM co3aaTb MaTeEMaTMUUYECKYO MOAeNlb, KOTOpas 6bl ONMUCbiBana 3Ha4YeHME
NpeanoXeHnn n ceasbiBana 6bl X C 06bEKTAaMU peasibHOro M1pa, 0 KOTOPbIX
B HUX FOBOPUTCS.



MoTuBauus

nOCTpOGHVIe Takou Mo eNn NoMOXeT pewaTtb 3agayvyn ceMaHTU4eCKoro
dHaJIn3a, TakKne Kak OTBETUTb Ha BOMPOC MO TEKCTY, ONpeaesinTb, ciaenyert Jin
OAHO MnpeanoXxxXeHne n3 Apyroro.

Ho Takue mogenu yxe cyuiectBytoT! HeMpoceTn yMeroT 3TO U MHOIoe fpyroe.

OQHaKO HEMPOCETM HeNpoO3payHbl: N3-3a OFPOMHOI0 KOJIMYeCcTBa NapamMeTpos,
LLM npakTuyeckm HeBO3MOXXHO aHaIM3npoBaTb U HUKTO HE CKaXeT, novyemy
OHUM JaloT OAUH OTBET, a He APYrou.



MoTunBaLus

Apyras npo6nema: xopowiune
LLM pgoporo obyyaTtb u
MCNoNb30BaTb, a TaKXe
TpebyeTcst OrPOMHbIN OOBHEM
AaHHbIX.

JTrogsim TpebyeTcs Ha NOPAAKM
MeHbLLUE JaHHbIX, YTO
NOACKasblBaEeT, YTO MOXHO
MOCTPOUTb MoAenb nyylle!

Training Set Training Set Relative size
(Words) (Tokens) (Llama 3 =1)

Recent LLMs

Llama 3 11 trillion 15T 1

GTP-4 5 trillion 6.5T 0.5

Humans

Human, age 5 30 million 40 million 106

Human, age 20 150 million 200 million 10°

source:

https://www.educatingsilicon.com/2024/05/09/how-

much-lim-training-data-is-there-in-the-limit/




MoTuBauus

Halue noHnMaHue i3blka BK/toYaeT B cebs 1 aApyrue 3afadvn: Hanpumep,
NpoYnTaTh MEHIO B peCTOPaHEe N Ha OCHOBE 3ToI MH(popMaL MK caenaTb 3aKas,
W NMPOYMTaTb UHCTPYKLMIO U HAYYUTbCA MO HE YTO-TO ZlenaTb.

Xopoluaa MoAenb A0HKHa YMETb He TOJIbKO CBSI3blBaTb MeXy CO60M
NpeanoXeHus, HO N CBA3bIBATb UX C 06beKTaMM peasibHOro Mupa.



[Tpobnembl

Bblno 6b1 XxopoLo, ecnu 6bl 6b1710 Tak NpocTo. OAHAKO ceMaHTUKa
€CTECTBEHHbIX 13bIKOB COAEPXXUT OrPOMHOE KOSIMYEeCTBO nperpag anaa eé

ornucartens.

e HeogHO3HaAYHOCTL: “ecnn 6bl Y MBaHa 6b111 OCEN, OH 6bl ero 6un”

e MHoOroe npocTo nogpasyMeBaeTCs: BCEM MOHATHO, O KOM FrOBOPUT
cnoBocoyeTaHue “otel Maycca”’, oaHako y Kapna lMaycca Takxe 6bl/1 CblH,
KOTOPOro ToXe 3Banu [aycc



[Tpobnemsbil

3aBMCMMOCTb OT KOHTEKCTa:
cornacHo npuHuuny ®pere,
CMbICJ/1 COCTABHOrIO BblpaXeHusl
ABnseTcs GYHKLUWEN OT ero
COCTaBNAKOLWMX U CNOCO06a,
KOTOPbIM OHO COCTaBJIEHO.

OAHaKo, CMbIC/ B €CTECTBEHHbIX
A3blKax o4eBUAHO 3aBUCUT U OT
CJ10B BHE Bblpa>XeHus.
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MopenbHbIN noaxon,

CMbicn onpeaensieTcs Kak Bblpa)keHue Ha hopMasibHOM si3biKe (06bIYHO
noruke 1-ro nopsifika, XoT NOAXOANT AaXke NAM64a-UCUMCIIEHUE, KaK Y
MoHTert0).

Cy6beKTbl U 06bEKTbI MOAENUPYHOTCA KakK NnepeMeHHble. [1eMCTBUS U OnrucaHus
MOZAENNPYHOTCA C MOMOLLbIO NpeanuKaTOB U OTHOLLEHUN.

Bce nepeMeHHbIe, B CBOKO 0Yepeb, COOTBETCTBYHOT 06 beKTaM peasibHOro Mmpa
N NpeaMeTHON obnacTu.



MopenbHbIN noaxon,

NMpumep:
| have a car.
lNepeBoauTcsa B:

de,y Having(e) A Haver(e,Speaker) N HadT hing(e,y) ACar(y)



MopenbHbIN noaxon,

N3HayanbHble NONOXeHUSA ﬂ,06aBJ'IFII-OTCFI B KayecTBe akcnoM. Korga Mbl XOTUM
NMPOBEPUTDb, CneayeT JIn KaKoe-TO Apyroe yreep>xXgeHme n3 AaHHbIX, Uin
BbIBECTU HOBOE, 3allyCKaeM rpoueaypy ebiBoga ro (I)OpMaJ'IbeIM NnpaBuJiaMm.

[TOMMUMO TOHKOCTEN NepeBoaa NPEeASIOXEHNN B iorndeckne ¢hopmysbl, eCTb
Npo6sieMbI, CBA3bIHHbIE C CaMOM MoaeNnbto. Hanpumep, kak go6aBuUTb akCUOMbI
TakK, YTOObl BbIBOAMINCb BCE BEPHbIE NOMIOXEHUA? Kak f06aBUTb NepPEMEHHbIe
L1 BCeX BO3BMOXHbIX 06beKkTOB? KaK 6bITb C HETOYHbIMWU BbICKa3blBaHUAMMU,
KOTOpbl€e HeMb35 BblpasuTb 06bIYHON TOMMKON?



Bapunauun: BEpoATHOCTHbIE TOTUKHU

B Semantic Parsing using Distributional Semantics and Probabilistic Logic (Beltagy
et al., 2074), aBTopbl NpeanaratoT BMeCTO 06bI4YHOW JIOTUKN UCMOMb30BaTb
MapkoBcKkue normyeckue cetu (Kaxaon popmyne npMcBanBaeTcs Hekas
BEPOSATHOCTb) U MATKYO BEPOATHOCTHYHO JTOTUKY.

Ncnonb3ysi CTaTUCTUKY, aBTOPbl COCTaBAAKT CINCOK O6BHEKTOB U “MArKnx”
aKCcuMoMm, Hanpumep, npaBuno Vx man(x) < guy(x) | p, no6aBnsieTcs Ha OCHOBe
TOro, Yto “man” 1 “guy” BCTpeyaroTCsl B MOXOXUX KOHTEKCTaX, CO CTEMNEHbHO

YBEPEHHOCTHU P.



BekTopHble NpeacTaBneHns

[To4ONTN MOXXHO U C ApYron CTOPOHbI: NPeACTaB/IATb CMbIC/T HE Kak
Bblpa)xeHne Ha ¢hopMasibHOM A13blKe, a Kak Habop uucen.

Word2vec 1 gpyrue Moaenv no3BonstoT NpeAcTaBisaTb CNI0OBa Kak BEKTOpA.

B Composition in distributional models of semantics (Mitchell and Lapata, 2010),
aBTOpbI NpeanaratoT No HEKOTOPbIM MpaBuiiaM COBMELLLAaTb BEKTOPbI C/IOB B
BEKTOP C/IOBOCOYETAHMS TaKOM Xe pa3MepHOCTMU.



[lpouenypHas ceMaHTuKa

Mpennaraet, no aHanormm ¢ (MMNepaTMBHbIMU) A3blIKaMW MPOrpaMMMUpPOBaHMS,
CMOTPETb Ha CEMAHTUKY He Kak Ha MaTeMaTUYEeCKYH CTPYKTYPY, a KaK Ha
nocnefloBaTeNIbHOCTb KOMaH/. ATO TaKXe B6/IMKE K TOMY, KaK YeloBeK
BOCMPUHUMAET A3bIK.

Takon noaxod NpUMeHscs B po60TOTEXHNKE ANS MOHUMaHNA poboTamMu
KOMaHp[ Ha ecTeCTBEHHOM si3biKe (Roy et al. 2005, Regier 1996).



Xopollen Mmoaenu Bce
eLlie He npunaymManu.






