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LoRA: Low-Rank Adaptation
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@ THOHUHI AnHeliHbIX CNoeB BONbLINX MOAENER Yepe3 HU3KOPaHIOBbIe
matpuusl A € Ry B € R™*d

o r < d (Hanpumep, r = 8 ansi mogenein ¢ d = 1024)
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MNpeabictopusi: WeightLoRA n WeightLoRA+

WeightLoRA

- finetuned LoRA adapters - pretrained weights

WeightLoRA: keep only necessary adapters

Pretrained weights

W e Rixd

1. Learn WeightLoRA adapters on all layers.
2. Select most important layers.
3. Continue finetuning with classic LoRA on selected layers.

@ OcnosHas nges WeightLoRA: nsbaeutbcs ¢ nomoLybto napamMeTpos
BaXKHOCTU w OT AnwHux LoRA

@ OcHogHasi ugesi WeightLoRA+: yeennunte panrn ocrtaBwumxcs LoRA
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SimplexLoRA

n
Tenepb w - 370 Beca Ha cumnnekce (Y w; = 1).
i=1

3a BpeMs 0by4YeHNs Mbl COBEPLUAEM Pa3 B HECKOJIbKO LLIArOB N3MEHEHUS
paHroe LoRA B cooTBeTCTBUM C MX 0DyYaeMbiMu Becamu:

(0) _ 0 (0) _ 1
© CHavana Bce paHru paBHbI runepnapameTpy r; ~ = r°, Beca - w; = =
@ TMMocne wara B onTumunsatope w'k) = projs,-mp,ex(w(k))

© Yepes dukcMpoBaHHOE KOMMYECTBO LIAroB X MeHsiem paHrun LoRA
COr/laCHO HOBbIM BECAM:

r,-(”) = ceil(r® - n- w,(”'x))

@ [yHkTbl 2 1 3 NOBTOPSIEM HECKOJILKO Pas.

© 3anyckaem ctaHgapTHoe obyderme LoRA ¢ nogobpaHHbiMu paHramu.
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CTpykTypa penosntopus

torch.optim Wandb and others

PEFT
(= Hugging Face)

SimplexLoRA

SimplexAdam Graphs and tuning
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HayuHblli © TexHUYeckunii npogyKT

HayuHbii npogykT
@ DpeKTUBHLIA METOA BbIbOpa Haubosee BaXKHbIX JIOP

o banancuposka mexay 3dbdheKTUBHOCTBIO anropuTMa 1 3aTpaTtaMu no
namsatn n FLOP

TexHuueckuint npoaykT
@ Peanuzauus SimplexLoRA B bubnuoteke PEFT

@ Ontumuzsatop SimplexAdam B 6ubnnoreke PEFT

Aaebigenko Mpuropuii, LLlaneirun Urope Simplex LoRA 18 mapTa 2025 r.



Mogenn, gatacetbl 1 beHYMapKUHT

microsoft/ facebook/
Llama
deberta-v3-base bart-large
GLUE + SQUAD XSum ?
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[Mpuno>xkeHue: ccbliku

LoRA: Low-Rank Adaptation of Large Language Models
DeBERTa model

General Language Understanding Evaluation (GLUE) benchmark
Stanford Question Answering Dataset (SQuAD)

BART model

The Extreme Summarization (XSum) dataset
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https://doi.org/10.48550/arXiv.2106.09685
https://huggingface.co/microsoft/deberta-v3-base
https://gluebenchmark.com/
https://rajpurkar.github.io/SQuAD-explorer/
https://huggingface.co/facebook/bart-large
https://paperswithcode.com/dataset/xsum

