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NmeeTcs cepeep n N nonb3oBaTeneii, HO B KaXkAblii MOMEHT
BpemeHun He bonee K, << N nonb3oBaTeneii akTUBHO.
AKTVBHbIE MOJIL30BATENMN MOCLINAIOT CepBepy CoobLLeHNs,
0[lHaKO OHM ‘ckyiemBatoTcs’, a ewg K HuUM aobasnsieTcs WyM.
3apava cepeepa — paclinpoBaTh NCXOAHbIE COOBLLEHNS.
Hawa 3aga4a — MUHUMN3NPOBATL AJIMHY KOLOBLIX COB.



[locTaHoBKa 3a4a4qn

B obwem cnyqae (onpegenerune 1 us [1])

Approximate I_IyCTb:
Support

Recovery: m M — KONM4YecTBO KOAOBLIX CNOB,
Bounds B N — AanHa coobuienus,
;n:'::fm mP: (X”)Ka — Y™ — kaHan nepegayn coobLueHni,
B £ — BEPOSITHOCTb OWWbKM,
mf:[M] = X" — kognpoBLyuK,
mg: )" — (%]) — EKOANPOBLLMK,
m Wi,..., Wk, ~ UM] — nocbinaemsie nonbsosaTensiMmu
coobLeHmns,

Ej ={W; & g(P(f(W1), ..., f(Wk,)))} U{W; =

W, pns i # j} — cobbiTue owmnbkn j—oro nosb3osartens.
Mapa (f, g) HaswiBaetcs (N, M, n,e)—kogom ¢ npou3sBosbHbIM
BOCTYNMOM, €CA BbIMNOJHEHO
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B yactHoMm cinydae
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s HoBble orpaHnyeHus:
Amuntpuii - X _ y _ R
m P(Xy,...,. Xk,)=X1+ -+ Xx, +Z, Z~N(0, ).
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s HoBble orpaHnyeHus:
e mX¥=Y=R
] P(Xl,...,XKa) :X1+---—|—XKQ +Z, ZNN(O,/,,).
m CyuiecTByeT KoHCTaHTa P, Takas 4To gnsi BCex J
suinonteno ||f(j)||3 < nP n.m.
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filmerare HoBble orpaHnyeHus:
Amuntpuii
EX=)Y=R.
m P(Xy,.

o Xk ) =Xi+ o+ X, +2Z, Z ~N(0,1).
m CyujecTByeT KOHCTaHTa P, Takast 4TO AJisi BCEX J
suinonteno ||f(j)||3 < nP n.m.

—nP_
2log, M~
3apava — nosyuuntb oueHky Ha inf{E} no Bcem

(N, M, e,E, K,)—Koaam C nMpon3BOJIbHLIM AOCTYMOM.

VaesnbHoU sHeprueli Koga Ha3bIBaeTCa BenydnHa £ =



Mepsas ouerka [1]

Approximate
Support Theorem 1. Fix P' < P. There exists an (M,in,¢)
Recovery: random-ac code for K,-user GMAC satisfying
Bounds power-constraint P and
K
St .
J'Imalopav €< ; x min{p, qe) + po . 3)
MUTpUii
(T where
Ppo ===
pr=e "B, 5)
E(t)= max_—ppitR1 — p1Rs + Eo(p, p1)
0=ppi<1

1
B = pra + 5 log(1 — 2bp)

a= g log(1+2P'10) + —i log(1+ 2P't) (6)

2 PA
b=ph-—t =L 7
PP T TP T T2 @

- Pt—14+VD ®
T A0+ mp Pt
N 1
D= (Pt 1) pap o
1+p
1 1
Ry = —log M — — log(t}) ©)
n nt
1 K,
Rg:—l(m(\ ) (10$)
n t

g = it PI, < 7] + exp{n(tR, + Ry) — 7}

Wpes nokasaTtenbcrsa:
m 3acukcuposaThb
1y, cm ~ N(0, P).
m () =g.
= g(y) =
arg minsc(v) ‘Zjes G-y



Bropas ouerka [2]

Approximate

Support
R 3
il 3admkcnpyem p = % 1 onpeaenum

Jlnsiopa

Amurpuii EX (M, u,e) = Nlim inf{E | Cywecrayer (N, M,e,E, uN) oa}.
—00

Torpa
Theorem 3 (Bound-MAC). Fix M, p and €. Then
b2
(M, e) <inf ————,
E(M, 1, €) < inf Slog, M

where infimum is over all b > O such that for all 0 ¢
[e, 1] it holds that

1 9 .
I A ) 2 max{ = “
Bl M + ph(0) < 1;\1)134{ 3 In(1 + 2b°0pA)+
(b, 0, 1)?
— A}, 13
L+ 2020 ' (13)

where ' is defined in (12).



CpaBHeHue oueHOK

Approximate
Support
Recovery: OueHkn Ha % pns pasmbix g npu M = 2190 y ¢ = 1073 [2].
Bounds
Slusiopa / N
AmuTpnii 0018 / Achiovatiity: TR
oot ' / // Vs Achievability: new bound
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CpaBHeHue oueHOK

Approximate
Support
. * __nl00 — -3
Recovery: Ouerku Ha E* gns pasubix g npu M =2 n e =102 [2].
Bounds
0. - =
Lt N
AmuTpuii oot / :z:::::::}:?:m s
p chievabilty: new boun
0ots
0.014;
- 0.012]
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0.006
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Btopasi oueHka ropasgo ny4lue, HO MOXHO Jin eé
moauduumuposate ana K, 4 oo?
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