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/+Lbokahead MeTaanropuTMm, SBMALWLNNACA 00EPTKOU Ha
-~ 6a30BbIMU anropytTMamm onTUMmM3aumnsimu.

+I<a>|<ub|e K Wwaros 6a3oBbIv anroputmM 0OHOBNAET "nerkue seca” /.

+Ha k + 1 ware obHoBNATCA "TAXENble Beca” C Larom o




Lookahead paboraTt
B KOMaH/Je C ApyTrUMH
aJIrTOpUTMaMU

+ Lookahead + Adam
+ Lookahead + SGD
+ Lookahead + GD

+ OCHOBHbIM NJIFOCOM MPU TaKOM
noaxone ABMSETCA YMEHbLUEeHMe
pa3bpoca BecoB 1 cTabusbHas
CXOAUMOCTb K ONTUMOMY

Algorithm 1 Lookahead Optimizer:

Require: Initial parameters ¢, objective function L
Require: Synchronization period k, slow weights step
size o, optimizer A
fort=1,2,... do
Synchronize parameters 0; ¢ < ¢;—1
for:=1,2,...,kdo
sample minibatch of data d ~ D
Oti < 0t,i—1 + A(L,0:i—1,d)
end for
Perform outer update ¢¢ < @11+ a(Or.x — Pt—1)
end for
return parameters ¢
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/+Ka|< BUOHO, K 1 a aBnatoTcsd runepnapamerpamu Lookahead,
T KOTOpre HY>XHO noabupaTb A0 Ha4Yana onTuMmM3aumnn

+ABTOpbI CTaTbM COBETYIOT nepedbuparts k ot 1 go 20

+IMo ymonuaHuto 6epytca k = 5 n a = 0.8 (Takke COBETYIOT |
ycTaHaBnueaTb Ha ypoBHe 0.9)




D-adaptation
and Progidy

+ MNoabop rmnepnapameTpoB
SIBNSI€TCA N3BECTHOW Npobnemom
CTaHOapPTHbIX anropnTMoB
oNTMMM3aLNN

+ Wpes: He ycTaHaBnmeaTth
rmnepnapameTpbl 40 obyyeHus, a
HacTpauBaTb UX B MpoLecce,
4YTOObI aNropuUTM CaM y4nnca Ha
CBOEM OnnbITe

Algorithm 1 Dual Averaging with D-Adaptation

Input: zy, dg > 0
so = 10,90 € 3f(z0),v0 =1/ g0l
If go = 0, exit with &,, = xg
for k =0tondo
gk € Of (xk)

Sk+1 = Sk + di gk
1

Ye+1 = k 5
> i—o llgill
2 —k 2
g e lsenll” =35 vid; || gill
kel =
2 |kl

di+1 = max(di, di+1)
Tk+1 = L0 — Ve4+15k+1
end for
A _ 1 n
Return £,, = ST, > o ATk

Option IT: di4q =

Zfzg divi (gi, Si)

k1



+BerHl/Ie anroputMbl oNTUMKU3aLMK NOSABUINNUCL HeaaBHO(2023 u
2024), n paspabdbaTbiBanucb co cnoHcopcTteom Meta Al n
Samsung Al

+B cBoen paboTte A xouy pacwmpuUTb JaHHble MeToAbl Ha
Lookahead /

+T0 ecTb, 4 Xo4dy gobutbca komouHaumm D-adaptation(1 S
nopsaaka) + Lookahead + D-adaptation(2 nopaaka) + iy
SGD/ADAM/...
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y +I'Iop,6op a(KoTopbIn 3aMeHdAeT cobon "war rpagueHTHOro
/ _-—~cnycka") byaet peannsoBblBaTbCH, UCNONb3ysl CTaHOAPTHbLIE

npmnembl n3 AdaGrad n gpyrux aganTUBHbIX ariropUTMOB(C |
npuctaskon Ada) B Tom uncne D — adaptation n Progidy 4

+K nocnegHnm oTHOCUTCH cosfaHne oBbHOBSAEMON nepeMeHHoN |

d - MOHOTOHHOWM NOcneaoBaTenbHOCTH, (CXoOALENCS) K !
MCTUHHOMY D g

+[Mopbop k aBnsieTca bonee cnoXXHou 3agadven



_"CO CTapblM MOHOTOHHO BO3pacTaeT

+CTOXacTnyecknm anropmuTtm npu KoTopom k Beibnpaetcsa ¢
BECOM MPONOPLMOHANIbHO HOPMbl PA3HOCTU

+YCTaHOBIIEHME NOPOroBbIX 3HAa4YeHUU ANna d, NpyM KOTOPOM Luar .
anroputmMma OygeT peann3oBbiBaTbCSA NOCIE UX AOCTKEHUN y




Cnacmoo 3a BHUmMaHue!
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/+Lookahead Optimizer: k steps forward, 1 step back

g “+A Variational Inequality Perspective on Generative Adversarial
Networks /.

+Learning-Rate-Free Learning by D-Adaptation |

+Prodigy: An Expeditiously Adaptive Parameter-Free Learner i




	Слайд 1,  Исследование и применение метода оптимизации Lookahead
	Слайд 2, Lookahead: k шагов вперёд, один шаг назад
	Слайд 3, Lookahead работат в команде с другими алгоритмами
	Слайд 4, Гиперпараметры Lookahead
	Слайд 5, D-adaptation and Progidy
	Слайд 6, Улучшение D-adaptation and Progidy
	Слайд 7, Подбор гиперпараметров
	Слайд 8, k
	Слайд 9
	Слайд 10, Литература

