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Meld the approaches of two papers

● Paper 1: relatively general proofs for vanilla Sign-SGD convergence
● Paper 2: weaker proofs, but theoretical and experimental analysis of the 

application to the federated learning

We want to mix it to create an algorithm to securely train LLMs on user data. 
However, we will start from MNIST to test our ideas.









The idea for our proofs is to be borrowed from Kornilov et al. 



From China with love



This is impractical. Our goal is to condense it.
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