
Координатные методы 
распределенной оптимизации в 
условиях гомогенности данных.

Обзор литературы

Подготовила: Алимаскина Екатерина

Участники проекта: Максимов Роман, Алимаскина Екатерина

Руководитель: Былинкин Дмитрий, МФТИ

11.02.2025



«Распределенной оптимизации»

• Один мастер, много 
рабочих

• Узкое место –
коммуникация. Хочется 
делать ее дешевле и 
реже.



«Распределенной оптимизации»

https://arxiv.org/pdf/2205.15136

Оптимальный алгоритм одновременно и по 
числу коммуникаций и по кол-ву вызовов 

локальных градиентов

r(x) – выпуклая
q(x) – гладкая, выпуклая
p(x) – гладкая, возможно невыпуклая

https://arxiv.org/pdf/2205.15136


«Гомогенности данных»

Function similarity («похожесть»)

Откуда мы берем такое предположение?

Если мы случайно и одинаково 
распределяем данные по устройствам, то 

это вполне естественно.

Как это использовать?

Из Assumption 6 следует, что ∇2𝑝 ≤ 𝛿, то есть p
имеет 𝐿𝑝- липшицев градиент, где 𝐿𝑝 = 𝛿.

Но может так случиться, что разные куски данных похожи неодинаково!



«Координатные»
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