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Ïëàí

1. Ââåäåíèå

2. Óìíîå àíñàìáëèðîâàíèå íà ðàñïðåäåëåííîì ñåòàïå

3. Öåëè è çàäà÷è ïðîåêòà

4. Òåêóùèé ïðîãðåññ

5. Äàëüíåéøåå èññëåäîâàíèå
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Èäåÿ

▶ Â êëàññè÷åñêèõ ìåòîäàõ àíñàìáëèðîâàíèÿ, ìû ïîâûøàåì
òî÷íîñòü ìîäåëåé çà ñ÷åò óìåíüøåíèÿ variance êîìïîíåíòû
äèñïåðñèè. Ýòî äîñòèãàåòñÿ ïðè ïîìîùè îáó÷åíèÿ íåçàâèñèìûõ

ìîäåëåé.

▶ Â ñâîåé ðàáîòå (Gorishniy è äð., 2023) àâòîðû ïðåäëàãàþò ìîäåëü
TabMpacked , êîòîðàÿ ïîçâîëÿåò àíñàìáëþ óçíàòü î òîì, ÷òî îí
àíñàìáëü

▶ Âîçìîæíî, åñëè äîáàâèòü åùå áîëüøå êîììóíèêàöèè ìåæäó
ìîäåëÿìè àíñàìáëÿ ñòàíåò åùå ëó÷øå
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Ðàñïðåäåëåííûé ñýòàï

▶ Ïóñòü èìååòñÿ íåñêîëüêî àãåíòîâ.

▶ Êàæäûé èç àãåíòîâ õî÷åò ñîõðàíÿòü êîíôèäåíöèàëüíîñòü

▶ Öåëü èñïîëüçîâàòü àíñàìáëü èç âñåõ ìîäåëåé
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Ðàñïðåäåëåííûé ñýòàï

Àëãîðèòì ðàáîòû:

1. Êàæäûé àãåíò äåëèò ñîáñòâåííûå äàííûå íà 2 ÷àñòè: äëÿ
îáó÷àþùåãî öèêëà è äëÿ êîììóíèêàöèè

2. Âñå ÷àñòè äëÿ êîììóíèêàöèè îáúåäèíÿþòñÿ â öåëóþ âûáîðêó

3. Àãåíòû îáó÷àþò ìîäåëè èñêëþ÷èòåëüíî íà ñâîèõ äàííûõ

4. Èíîãäà äåëÿòñÿ ëîãèòàìè íà êîììóíèêàöèîííîé âûáîðêè è
äåëàþò øàã îáó÷åíèÿ, êàê àíñàìáëü

5. Íà èíôåðåíñå àãåíòû äåëÿòñÿ çàøóìëåííûìè âåñàìè îáó÷åííûõ
ìîäåëåé
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Öåëè è çàäà÷è

▶ Ðåàëèçîâàòü óìíîé àíñàìáëü â ðàñïðåäåëåííîì ñýòàïå, è ñðàâíèòü
åãî ñ êëàññè÷åñêèìè ïîäõîäàìè

▶ Èññëåäîâàòü îò êàêèõ ïàðàìåòðîâ ìîæåò çàâèñåòü ýôôåêòèâíîñòü
�óìíîãî� àíñàìáëèðîâàíèÿ

▶ Ïîäóìàòü íàä òåîðèòè÷åñêèì îáîñíîâàíèåì äàííîãî ìåòîäà

6 / 10



Òåêóùèé ïðîãðåññ

▶ Ðåàëèçîâàí ïðîòîòèï óìíîãî àíñàìáëèðîâàíèÿ (÷åòûðå ResNet-18,

äåëàþò øàãè îáó÷åíèÿ ïî ñîáñòâåííûì âûáîðêàì è ðàç â

íåêîòîðûé ïåðèîä íåñêîëüêî øàãîâ îáó÷åíèÿ ïî

êîììóíèêàöèîííîé âûáîðêå)

▶ Ïðîâîäÿòñÿ ñðàâíåíèÿ ñ êëàññè÷åñêèìè ïîäõîäàìè
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Äàëüíåéøåå èññëåäîâàíèå

▶ Èññëåäîâàòü â êàêèõ ñëó÷àÿõ óìíîå àíñàìáëèðîâàíèå ìîæåò
äàâàòü ñòàò. çíà÷èìûé ïðèðîñò â êà÷åñòâå

▶ Ðåàëèçîâàòü ïîëíîöåííóþ ìîäåëü

▶ Ðàññìîòðåòü êàê ìîæíî áîëüøå ïàðàìåòðîâ äëÿ óëó÷øåíèÿ
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Ñïèñîê ëèòåðàòóðû

Gorishniy, Y., Kotelnikov, A., & Babenko, A. (2023).TabM: Advancing
Tabular Deep Learning with Parameter-E�cient Ensembling. arXiv.
https://arxiv.org/abs/2410.24210
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Ñïàñèáî çà âíèìàíèå!
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