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Mopenb ResNet

N3navansHo Neural ODE 6bin
paspaboTaH Kak anbTepHaTuBa
meToay Residual
Networks(ResNet), cocrosimx ns
NOCNefOBaTENbHOCTU CKPbIThIX
C/I0EB, 3HAYEHUS Ha KaXkAoM u3
KOTOPbIX NOAYNHANNCH

cnegytoweii popmyne:
hirr = he + f(he, wi) (1)

— rge hy - Bxog k-ro cnos gns
k € [1, K], K-uncno cnoés un
f(hk, wk) - dyHkLMS,
napaMeTpu30BaHHas No wy -
AVHAMUYECKNIA napameTp,
3afalolWmiica nepe Ha4aaoMm
obyyeHuss momenu.

Residual net

F(x)

Puc.: cxemaTtn4Hoe onncanne
paboThl



Mogens Neural ODE

t
he = h5+/ F(hy, I w)dl, (2)

— BblunCAeHNe Takoro AnddepeHLnanbLHOro ypaBHeHNs SABNAETCS
3apadeii gns Neural ODE. B ganHoii paboTe B kayecTse yncna
cnoeB bepeTcs YNCO 31EMEHTOB BO BPEMEHHOM psfy.

Algorithm 1 Neural ODE-solver

Require: jmaMuaccKie napaMerpsl w, Ha9aIbioe/KoHeanoe Bpens Lo, £, koneunoe suadenue 2 (i), Tpajuenr
(bYHKINH HOTEPh B KOHEYHOH TOUKe 75;0(%,)

so = [z(t1), 62‘5&1),[)[“,]] > Hagamsnoe cocrosmue
[2(t0), % L] = ODESolve(so, [[(2(t);t, w), —a(t)” 3£, —a(t)T §£1, 11, to,w)
relurn % % > Bosspamaem rpaguenTse

Puc.: ncesgokoa Neural ODE

3neck ODESolve - 370 yepHbIii AWMK, BO3BpaLLAOLWMiA pelueHne
ODE — B KayecTBe Hero npeaJiaraetcsi UCNosb30BaTh METO/
Pynre-KyTta, a L — MSE (mean squared error — cpegHee
KBaApaTOB OTKJIOHEHWSI SJIEMEHTOB BbIOOPKM OT MX OLEHOK).



[Nepexon k Neural SDE

Ans yy4érta wyma B Hawe AnddepeHLnanbHOe ypaBHeHNe cnegyeT
80DaBNTb HEAETEPMEHMPOBAHHYIO KOMMOHEHTY, ANdY3uio.
MonyumnTcs cnepytroLiee BbIPaXXEHUE, SIBASIIOLLEECS NHTEMPAJIOM
CrpaToHoBMYa:

dX = h(t, X"; w)dt + o(XY; w)dB; (3)

— rpe By = [BL...BK] - Buneposckuii npouecc Toii xe
pasmepHocTyn, 4to n Xt, a o(X; w) - ero matpuua KoBapnauuii B
t-i MOMEHT BpeMeHM

0606wwum 310 BbipaxkeHue ans mogenn ResNet:

dht = f(ht, t, W), (4)
— Takum obpasom Bbipaxkerue (1) gnst (k+1)-ro cnost namenmrcs:
hir1 = hic+ £ (b, wie) + o (X w) B, (5)

— COOTBETCTBEHHO afnropuTm octaétcs Tem xe, uto u anst ODE ¢

I'IOI'IpaBKOﬁ Ha BbIHNCNEHNE MATPULLbI KOBapnaunun 31EMEHTOB pAAaa.
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[MprMep BbIOOPKU C HEOLHOPOAHOW CTOXaCTUHECKON
npupoaon

TpuUMep TeCTOBOW BLIGOPKY

Mpumep TecToBO BbIBOPKU T
3 —— CMHYCHI C HOpMankHEIM WyMom 1

3 — TecTosas BbibopKka ~—— CMHYCbl C PABHOMEPHBIM LIyMOM
— CMHYCbI C HOPMANILHEIM WYMOM 2
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Puc.: nponcxoxaeHue pasHbix

Puc.: Bbibopka OTPe3KoB pAAa

6/9



Icnonb3oeanune bubnnotekn torchSDE

MMl

Puc.: npouecc obyyerust

Crpoutca matpuua Mankens,
onuceiBatowas dasosble
TpaeKToOpMM NpoLecca, pasMepa
(n+1) Ha w Bmuga:

fl f2 . fW

f—2 f3 fw+1

. . . (6)
fn—l—l fn+2 et fn—i—w

— rge n - pasmep BblibopKM, W -
WMPVHA OKHa.
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Pe3yanaTb| MONCKa TOYEK pa3iagKu
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Puc.: Boccospanmne nx das.tpaektopuii ¢ nomowsto Neural SDE
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