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Introduction
Problem statement

We study the minimization problem

min
x∈Rd

f(x) := EZ∼π[F (x, Z)] (1)

Where Z is a Markov Chain.
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Results
Previous Results

Our research aims to expand the results of [1].
Following the article, we consider additional assumptions:

(A1,A2) f is (µ, L)-smooth.
(A3) Z is uniformly geometrically ergodic with mixing time τ .
(A4) F is (σ, δ)-bounded:

∥∇F (x, Z)−∇f(x)∥2 < σ2 + δ2∥∇f(x)∥2
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Results
Previous Results

The main result of [1] is the following

Theorem. Under A1-A4 the problem (1) can be solved (in terms of
E
[
∥x(k) − x∗∥2

]
≤ ε) in

Õ

(
τ

[
(1 + δ2)

√
L

µ
log

1

ε
+

σ2

µ2ε

])
oracle calls . (2)

And the bound is tight for δ = 1.
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Results
Previous Results

Our main focus is on the optimality of the bound (2).

Summary of the previous results:
1 For δ = 1 the bound is tight. (Theorem, [1])
2 For δ > 1 the bound is tight. (Seminar 1)

The proof generalizes the previous result.
3 For δ < 1 the bound is not tight. (Polyak, [4])

Gradient Descent converges even if the noise is adversarial.

4 For δ ≲
√

L
µ the bound is not tight. ([2])

Accelerated GD [3] converges even if the noise is adversarial.
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Results
New Results

√
L
µ ≲ δ < 1 is still an open problem. Current progress:

1 For δ ≲
√

L
µ the optimal bound is Õ

(√
L
µ log 1

ε

)
(see [2])

2 For δ < 1 the upper bound is Õ
(

1
1−δ

L
µ log 1

ε

)
(see [4])

3 For δ < 1 the lower bound is Õ
(

1
1−δ

√
L
µ log 1

ε

)
(New)

We also found a much shorter proof for the 1st bound.
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Future work
Zero Order

We keep main assumptions A1-A4.

Now only values of F (x, Z) are available, instead of ∇F (x, Z).

Using finite-difference schemes we can approximate the gradients:

⟨∇F (x, Z), v⟩ = ∂F

∂v
≈ F (x+ hv, Z)− F (x, Z)

h

Our main focus is on lower bounds.
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