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3agaya

In this paper, we study the following optimization problem:

F*:= min [F(z) = f(z)+ ¢(x)], (2.4)

redom 1)

where 1p: R* — R U {400} is a sufficiently simple proper closed convex function, and
fiR" 5 RU {400} is a closed convex function which is finite and subdifferentiable over
an open set containing dom ).

» 1) - "nerko Bbluncnsiemas"yacTb
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BasoBoe pelleHne: rpagneHTHbIV Cnyck

o .
JkAJ::eugnnn{(f%Jk)“r>+*&Lf)+~TFHJ”7JkH2}.

xzedom ¥

> MoxxHO 3aMeHUTb f Ha ee pasfiokeHume Mo Teinopy, a 3aTemM
3anycTUTb ObbIYHbLIN FpagMeHTHbIN CnycK

» Kak nogbupats H,?
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Line-Search Approach

Hy > H,. where

H, = LY/0+) {7’}(14})/(1—:})'

(1+v)

» Mbi He 3HaeM Haunyylero 3HadeHusi L, ans Bcex v, nostomy
He MoxeM npocTo nonoxuts Hx = H. = inf,cpo.11Hy

» Cpenaem aHafoOrMYHO CTaHAAPTHOMY peLleHnto

> Ha kaxxaoM Luare 3anyckaem JIMHERHBIA NOUCK: CTapTyeM C

l/<+1 = ’; , 3aTEM yABanBaeM, NOKa HE BbINOJIHUTCA

HEPaBEHCTBO

, Hy, Hy .
Flage) — F* + JM < 7,& + Bt — )’“;-fﬂi (3.2)

where By = fleper) — Flag) — ((2), 2pp1 — 3.
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3a/ia4a CTOXaCTUYECKOW ONTUMMK3ALUN

Now we assume that f in problem is accessible only via the stochastic gradient
oracle §. Formally, this is a pair (g,¢) consisting of a random variable { and a map-
ping g: dom f x Im¢& — R"™ (with Im¢ being the image of ). When queried at a
point z € dom, the oracle automatically generates an independent copy £ of its ran-
domness, and then returns s = g(x,€) (notation: s ~ g(x))—a random estimate of a
subgradient of f at x.

We make the following standard assumption on the oracle:

is accessible only via an unbiased

Assumption 4.1. The function [ in problem
stochastic gradient oracle g = (g,&) with bounded variance:

(@) = Bely(a,€)] € 07, (1.1)
o= sup Eellglr.6) — ) < +oc. (12)
zedom

P> [paaueHT 3aMeHSIeTCS Ha CTOXaCTUYECKMWIA rpagneHT, oT
KOTOPOro TpebyeTcsi HECMELLLEHHOCTb 1 PaBHOMEPHas
OrpaHNYeHHOCTb ANCrnepcun
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Avoid Line-Search

> [Ipobnema nuHeliHoro noucka B ToM, 4To X, U H B HeM
CKOpPENMpOoBaHbl, 1 3TO MelaeT 0bobLWMTe Haw noaxon Ha
CTOXaCTUYeCKMNe 3aa4n

> [lonpobyem oboliTuck 6e3 Hero:
Our main idea now is to choose the next coefficient Hy; so that the two error terms
are balanced: 1 I
2 .- k 2 .
5 = H)D? = [y = 3] (39)
where we additionally put the positive part [-]4 to respect the monotonicity relation Hy, <
Hj11. Recall that 41 and rp1; depend only on xy, and x4y (which themselves depend
on Hy_; and Hy, see ). Thus, (3.9) is a simple linear equation for Hy,; which does

not require any line search for solving it.

> MoxxHO goKasaTb, 4TO Hi pacTyT C HY)KHOW CKOPOCTbIO,
NCNOJIb3Ysl TE XKE TEXHUKM
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Universal Line-Search-Free Gradient Method

Algorithm 3.1 Universal Line-Search-Free Gradient Method

1: Initialize: zg € dom, diameter D > 0, Hy = 0.

2: for k=0,1,... do

3: Compute g € Of(xy).

4 Thyr = ArgMing e gom o L (g @) + V() + el — a2}
[Bret1 — %Hw‘iHh

D4 gty
where i1 = (o, — wpp |, Ben = 87 (wr, 2r41).

6: end for

5: Hyyq = Hi +

» [lo cyTu, 3TO KNACCUHECKNIA rPajUEHTHBbIN CryCK, HO C
KOHKPETHbLIM MPaBMIOM Bbibopa pasmepa wara (popmyna Ha 5
CTPOKe - pelleHune ypaBHeHust banaHca)

> MeTog nmeet oyt Takyto xxe 3heKTUBHOCTb, HO AMAMETP
[OMYCTUMOrO MHOXECTBA YMEeHbLUAeTCs

» Ho, B oT/in4Me OT NpeablayLwero, oH nerko obobuiaercs Ha
CTOXaCTUYECKNE 3a4a4n
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Universal Stochastic Gradient Method

Algorithm 4.1 Universal Stochastic Gradient Method

1
2
3:
4

5:

: Initialize: zg € domv, D > 0, Hy =0, go ~ g(x0)-
: for k=0,1,... do
Thg1 = AXGMIN, cqom w4 (9h, ) + 0 () + %Hl — /%3
Gir1 ~ (1) e
Hyppn =Hp + L’Hl 2 2?2] k+lL+.
D + 2T
where 741 = [[2rg1 — 2x ]l Berr = (G4t — Gr Trr1 — 2.

: end for

» [lpocTo 3ameHsieM g U 5 Ha UX CTOXaCTUYECKME aHAIOMM
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BapmaMMOHHbE HEPABEHCTBA

P AHanor rpajMeHTHOro MeToAa AJsi BapuaLNOHHbLIX HEPABEHCTB
N CenNoBbIX 3aJa4 SIBASIETCS SKCTParpajneHTHbI MeTof,
pPacCMOTPUM €ro BapuaHT - MPOKCMMAaNbHbIA 3epKajbHbIRA
MeTof,.

» [lyctb 3agaHo BekTOpHOe nosie g(x), ecnu cywectsytot L, 4§, T.
Y.

(g(y)—gx), y—2) <LV(y,x) +LV(y,2) + 5.

Torga ais IIPOKCUMAaJIbHOI'O 3€PKaJbHOT'O MeToJa

¥ = arg min {{g(x"), x —x*) + LV (x, x) },
XeQ

X = arg mig {{g(y* ™), x—xk) + LV (x, ) }
XE
HMeeT MeCTO CIeyIoIas OLeHKa:

N
< LV (x, x%) =LV (x, x™)

1 kY Lk
ﬁkil(g(y ),y —x) < N +0.
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VHI/IBepca)'I bHbIW Ba praHT

YHUBepCcalbHBIM IPOKCUMAIBHBIN 3€pKaJbHbINA MeTo/,

k
k+1 _ LT
=3
While True Do
yk+1 =arg miner {(g(Xk), X—Xk> +LI<+1V(X’ Xk)},
Xk+1 =arg miner {<g(yl<+1)’ X—Xk> + Lk+1V(X, Xk)}
k+1y_ k k+1__yk+1y < 7k+1 k+1 .k k+1 k+1 . k+1 £
If {(gQr 1) —g(x), y< 1=k 1) STV (R, xR+ LY (4, x4 4 2

ITepeliTH Ha cjlefyIolIyI0 UTepanuio: k — k+ 1

Else
Lk+1 = 2Lk+1
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Llenb paboTei

> Mbl yBuAenu, Kak CTpoOsiTCSl YHUBEpCaslbHble BapUaHThbI
MEeTOAOB ANS 33434 ONTUMMU3AUMN N BapUaLMOHHbIX
HEepPaBEHCTB

» HepagHo Bbiweawas ctatbs 0bobwyuna yHusepcasbHbie
METOAbl HAa CTOXaCTU4ecKme 3ajaqu

» Hawa uesnb - 0606WwnTs NPOKCUManbHbIN 3epKasibHbIli METOA
(peluatoLnii BapraLMoHHbIE HEPABEHCTBA) HA CTOXaCTUYECKME
BapUaLMOHHblE HEPAaBEHCTBA
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