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Beenexne

BapuaunoHHoe HepaBeHCTBO
Myctb paHo Bbinyknoe mHoxecteo Z € R" n onepaTtop
F :R" — R". Torga xoTum Haiitn z* € Z, Takyto 4TO:

(F(z"),z—2z")>0,Vze Z
CroxacTtuuecknii cny4vaii

F(z) = E¢F(2,€)
E¢||F(2) — F(z,€)|I* < o?
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[ paguneHTHBIA cnyck

Mpwn ycnosun nunwuyesoctu ||[VF(y) — VF(x)|2 < L||y — x||2 n
ware v, = T

L
k+1 _ ; k k Uk = _ Jkp2
X —argggn{f(x )+<Vf(x ), X — X >+ 2Hx X Hz}
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VHuBepCabHbIli TPafUeHTHbIA CNyCcK

Mpu ycnosun Ménbaepa
IVE(y) = V)l < Lolly = x|, v € [0,1]:

VHuBepca/IbHbIH IPaZlUeHTHBIH CIyCK

LR+ — i

2
While True Do

x5 = arg mingeq {f (F) + (VF (5, x — x*) + LFV (x, x9) }
if {f(xk+1) < f(xk) + (Vf(xk), R+ _xk> +Lk+1V(xk+1, Xk) + g}

TlepeiTH Ha ceAylolyI0 UTepanuio: k — k+ 1

Else
Lkt .= opk+l
(1-v)/(14v)
Me LK1 < L, (%};;) (em. [2])
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VHI/IBepcaJ'IbeII\/JI CTOXAaCTUYeCKNIi Fpa,EI,I/IGHTHbII7| Cnyck

3agada MuHuMu3aumm hyHKLUN

F(x) = f(x) + ¢¥(x), x € dom(1)), ans BbINYKALIX PYHKLNI]
f:R" > RU{+oo} n ¢ :R" - RU{+0o0}, rae sbiuncnesune
rpagneHTa v - 3HaunTeNnbHO bonee npocras 3agava:

Algorithm 4.1 Universal Stochastic Gradient Method

1: Initialize: o € dom, D > 0, Hp := 0, go ~ g(xo).

2: for k=0,1,... do

3: Th+1 = argmlnzedomw{<gkv 3:> +v (3:) Hkv HT - TkHZ}

4: Gt1 ~ G(Tpt1)- .

[Brer1 — $Herg )+

D2+ 4r2

where rpy1 = [|2r11 — Tkll, Berr = (Grs1 — Gho Tha1 — Ti)-

6: end for

5: Hyiy = Hp +

)

Fne f'(x) =Eeg(x,§), D= sup |Ix—y]
x,y €dom(v))
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CpaBHeHvEe C Apyrumm MeTozamu
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(a) Least-square, diabetes. (b) Logistic regression, ala. (c) Logistic regression, ionosphere.

Puc.: cpaBHeHue paboTbl ONTUMN3aTOPOB ANst
ontumuzayun (cm. [1])

3a4a4d Bbl I'IyKJ10I7I
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CpaBHeHvEe C Apyrumm MeTozamu

Training error
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Stochastic oracle calls Epochs

Puc.: cpaBHeHue paboTbl ONTUMN3aTOPOB
patacete MNIST (cm. [1])

AN HEMPOHHbIX CeTel Ha
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