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Введение

Вариационное неравенство
Пусть дано выпуклое множество Z ∈ Rn и оператор
F : Rn → Rn. Тогда хотим найти z∗ ∈ Z , такую что:

⟨F (z∗), z − z∗⟩ ≥ 0, ∀z ∈ Z

Стохастический случай

F (z) = EξF (z , ξ)

Eξ∥F (z)− F (z , ξ)∥2 ≤ σ2
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Градиентный спуск

При условии липшицевости ∥∇f (y)−∇f (x)∥2 ≤ L∥y − x∥2 и
шаге γk = 1

L :

xk+1 = arg min
x∈Rn

{
f (xk) +

〈
∇f (xk), x − xk

〉
+

L

2
∥x − xk∥22

}
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Универсальный градиентный спуск

При условии Гёльдера
∥∇f (y)−∇f (x)∥∗ ≤ Lν∥y − x∥ν , ν ∈ [0, 1]:

Где Lk+1 ≤ Lν
(
Lν
ε

1−ν
1+ν

)(1−ν)/(1+ν)
(см. [2])

4 / 8



Универсальный стохастический градиентный спуск

Задача минимизации функции
F (x) = f (x) + ψ(x), x ∈ dom(ψ), для выпуклых функций
f : Rn → R ∪ {+∞} и ψ : Rn → R ∪ {+∞}, где вычисление
градиента ψ - значительно более простая задача:

Где f ′(x) = Eξg(x , ξ), D = sup
x ,y∈dom(ψ)

∥x − y∥
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Сравнение с другими методами

Рис.: сравнение работы оптимизаторов для задач выпуклой
оптимизации (см. [1])
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Сравнение с другими методами

Рис.: сравнение работы оптимизаторов для нейронных сетей на
датасете MNIST (см. [1])
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