MuHUMaKCcHas OLEeHKa CNOXKHOCTU pacnpeesieHHOl

CTOXaCTUYECKOW BbINYKJIOA ONTUMU3ALUN B Ciy4dae
nepenapamMeTpusauunm

Beponuka OszepHosa
HayuHblii pykosoguTens: lacHukos A.B.

MockoBckunii hU3NKO-TEXHNYECKNTT NHCTUTYT

26 mapta 2024

26 mapTta 2024 1/10



CopepxaHue

©® Bsepgenue
MocTtaHoBKa 3apaun
DepepaTneHoe obyyeHne
MNepenapameTpusayus
MoTusauus

® CyuwecTBytouyme pesynbraThl
© [Mnan paboTsl

O VicTo4Hunkn

26 mapTta 2024 2/10



BeepgeHue
[ ]

[locTaHoBKa 3a4a4m

® PaccMmaTpriBaeM K1aCCMYECKYHO MNaAKyHo BbINYK/yto 3ajady:

Mr/TéiHQd F(w) :=E;p[l(w; z)]

rae F— neoTpuuaTenbHas Bbinyknas dpyHkums, |w*|| < B wu F -
H-rnapkas, T.e.

F(w)+{(VF(w), y—w) < F(y) < F(w)+<w(w),y—w>+§Hy—wuz

glwy) == ZV@ Wy, Z for//dz .,z ~D

E.lg(x;2)] = VF(x) and E,|g(x;z)— VF(X)H2 < g2



BeepgeHue

[locTaHoBKa 3a4a4m

® Ml paccmaTpuBaem defiepaTUBHbLIE aiFOPUTMbI C NPEPLIBUCTON
KOMMYHMKaLMeli, KOTOPbIE NbITAlOTCS ONTUMU3MPOBATL F, ncnonb3ys
M napannenbHbIX MalWWH, KaXK4OWR 13 KOTOpbIX pa3pewaetcs K
3anpocoB K g B KaxAoM u3 R payHaoB koMmMmyHukauuu. Hakowed,
ncnosb3yem [ID-gaHHble, rae KaXxaast N3 MaWnH UMeET JOCTYM K
CTOXaCTUYECKNM FPagUEHTaM M3 OLHOrO U TOrO XKe pacnpeneseHus, B
oTanyue ot bonee cnoxHoi "reteporeqHoi" cpeasbi.
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BeepgeHue

[lepenapameTpusaims

® 3agaya pacCMaTpPMBAETCS B KOHTEKCTE PEXMMA nepenapameTpusauini.
C 3TUM CBSA3aHO TO, Y4TO HAa TPEHWPOBOYHBLIX AAHHBIX Mbl MOXEM
NONYYUTL MOYTN HyNeBOe 3HayYeHU yHkuum notepb. OcHOBOI 3TOro
pexnma sensietcs bias-variance trade-off

under-parameterized

Test risk

“classical”
regime

over-parameterized

“modern”
interpolating regime

Training risk:
=~ - . _interpolation threshold

Capacity of ‘H
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BeepgeHue

MoTuneauus

® DepfepaTUBHbLIE afrOPUTMBI

® Deeplearning
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CyuiecTByiolme pesynstaThl
@O0

CyuwiecTBytolne pesynbTaThl

® [loka3saHbl OLEHKN CIOXHOCTN N CXOAUMOCTU U MPUBEAEHDI
COOTBETCBYIOLINE aNrOPUTMbI A1 KNACCMYECKON NOCTaHOBKM 3a/a4qu
epepaTneHoro obyyenus B [3]. Tak e COOTBETCBEHHO [OKa3aHbI
oueHkM 1 npopaboTaHa TemaTuka nepenapaMeTpusauun ans
cToxacTuyecknx metogos B [1] un [2].

® MMepenapametpuzaums: Ei||VA(w*;z) — VL(w*)||3 < 2HL*
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CyuiecTByiolme pesynstaThl
oce

CyuwiecTBytolne pesynbTaThl

Theorem 1 For any H,B,o0, K, R > 0 and M > 2, and any intermittent communication algo-
rithm, there exists a convex, H-smooth objective which has a minimizer with norm at most B in any
dimension

3/2 22
15 2KR+ (ms ( s (12) M(KR)5/4) . M) log (64 K*F?)
a a-

and a stochastic gradient oracle, g, with E,||g(x; 2) — VF(z)||* < o2 such that the algorithm’s
output will have error at least

HB? oB HB? oB
F(i)—F*>c- i , HB? i T
(z) >c (KZRZ + mm{ THa } + ID.IH{ R0 o M) KR})

for a numerical constant c.

BepxHsisi ouenka: E[F(xkr) — Fi] < c- (ng n \F)
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Mnan paboTsl
[ ]

[MnaH paboTsl

® [losy4nTb onTUManbHbIE OLEHKN ANns defepaTUBHbLIX aJirOpUTMOB B
c/lydae nepenapameTpusaunmn, obbeANHUB pPe3ynsTaThl NPeAbIAYLUX
nccnenoBaHunii

° npOBeCTI/I SKCNEPUMEHTDLI N 3aMEPUTb COOTBETCBYIOLLNE NOKAa3aTeNn
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