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Постановка задачи

Постановка задачи

• Рассматриваем классическую гладкую выпуклую задачу:

min
w∈Rd

F (w) := Ez∼D[ℓ(w ; z)]

где F− неотрицательная выпуклая функция, ∥w∗∥ ≤ B и F -
H-гладкая, т.e.

F (w)+⟨∇F (w), y−w⟩ ≤ F (y) ≤ F (w)+⟨∇F (w), y−w⟩+H

2
∥y−w∥2

g(wt) =
1
b

b∑
i=1

∇ℓ(wt ; z
i ) for i .i .d .z1, . . . , zb ∼ D

Ez [g(x ; z)] = ∇F (x) and Ez∥g(x ; z)−∇F (x)∥2 ≤ σ2
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Федеративное обучение

Постановка задачи

• Мы рассматриваем федеративные алгоритмы с прерывистой
коммуникацией, которые пытаются оптимизировать F , используя
M параллельных машин, каждой из которых разрешается K
запросов к g в каждом из R раундов коммуникации. Наконец,
используем IID-данные, где каждая из машин имеет доступ к
стохастическим градиентам из одного и того же распределения, в
отличие от более сложной "гетерогенной" среды.
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Перепараметризация

Перепараметризация

• Задача рассматривается в контексте режима перепараметризации.
С этим связано то, что на тренировочных данных мы можем
получить почти нулевое значени функции потерь. Основой этого
режима является bias-variance trade-off
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Мотивация

Мотивация

• Федеративные алгоритмы
• DeepLearning
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Существующие результаты

• Доказаны оценки сложности и сходимости и приведены
соответсвующие алгоритмы для классической постановки задачи
федеративного обучения в [3]. Так же соответсвенно доказаны
оценки и проработана тематика перепараметризации для
стохастических методов в [1] и [2].

• Перепараметризация: Ek∥∇ℓ(w∗; z)−∇L(w∗)∥2
2 ≤ 2HL∗
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Существующие результаты

Верхняя оценка: E [F (xKR)− F∗] ≤ c ·
(
HB2

R2 + σB√
K

)
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План работы

• Получить оптимальные оценки для федеративных алгоритмов в
случае перепараметризации, объединив результаты предыдущих
исследований

• Провести эксперименты и замерить соответсвующие показатели
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